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Abstract

A new approach suitable for determination of the maximal stable time step for the finite-difference time-domain (FDTD) algorithm in curvilinear coordinates is presented. It is based on a modified variable separation method, applied to the set of difference equations of the FDTD algorithm. Investigation is carried out in spherical and cylindrical coordinates. A simple yet accurate enough approximative formula for cylindrical coordinates is presented. Applied to Cartesian coordinates, this approach yields the well-known Courant condition.

1. Introduction

The solution of Maxwell’s equations in the time domain is becoming increasingly important as a tool for analyzing microwave components and systems. The precision of modeling of electromagnetic field is a tricky question. One major factor that has a considerable influence on the precision is the time step of the FDTD algorithm. An optimal value of the time step exists, resulting in fastest and most precise computation. The other reason one should set this constant properly is that even a small excess over its optimal value would result in instability of the algorithm. There is a condition for the time step called Courant ([1]), valid only for rectangular coordinates. We used a new approach to find the best time step that is not restricted to rectangular coordinates.

2. Method

2.1. Introduction – description of the algorithm

First, let us describe the form that we will designate the derivative:

\[ \frac{d^2}{dx^2} A \]

Using this symbolic, let us write first two Maxwell’s equations in general curvilinear coordinates \((u_1, u_2, u_3)\):
equations, however, we will have to check whether the operation remains correct even with the discretized form.

2.2. Method

The method we used to determine the time step is based on modified variable separation method, applied to the set of difference equations (1). We will assume each component of the field vectors to be a product of 4 functions that each depends on only one coordinate:

$$C_s = C_{s1}\left(u_1\right)C_{s2}\left(u_2\right)C_{s3}\left(u_3\right)C_{s4}(t)$$

(3)

$$C = E, H \quad ; \quad x \ldots u_1,u_2,u_3,t$$

A separate set of difference equations for each part of $C_s$ can be obtained and the coefficients in the set do not depend on the other coordinates as well.

The difference equations for time (lossless medium for simplicity, leaving out upper indices) are:

$$E_x,t = \frac{1}{\epsilon}kH_y \quad , \quad H_x,t = -\frac{1}{\mu}kE_x$$

(4)

where $E = E_x \ , \ H = H_x \ , \ x \ldots u_1,u_2,u_3$

$k$ is a constant, which connects these equations with the remaining sets.

On the contrary to the continuous case, the solution for its discretized counterpart may diverge unless the following condition is fulfilled:

$$k < 2\sqrt{\frac{\mu \epsilon}{\Delta t}}$$

(5)

This is the principle of FDTD instability.

To be able to apply the variable separation method, we investigated FDTD stability in a mesh with the boundaries complying with the coordinate system. The boundaries that enclose the mesh are given by:

$$u_i = \text{const} = U_{i,1} \quad , \quad u_i = \text{const} = U_{i,2} \quad ; \quad i = 1,2,3$$

Boundary condition has been applied, which remained the same on these separate parts of boundaries.

In this case it is possible to determine the unknown constant $k$ (4) by solving the remaining ordinary (non-partial – involving only one variable) difference equation sets with the corresponding boundary conditions at $U_{i,1} \ , \ U_{i,2}$. These constants correspond to characteristic functions – let us call them mesh modes. The number of solutions is not infinite, as it was in the continuous case. To ensure stability of the sum of all the possible modes, we must fulfill condition (5) for all the mode constants. Only the largest constant is of interest as it yields to the smallest time step:

$$\Delta t < 2\sqrt{\frac{\mu \epsilon}{k_{\text{max}}}}$$

(6)

Finally it should be noted that a linear combination of the mesh modes can make up arbitrary initial state of the mesh. In other words, using variable separation method (3) does not leave out any solution that could be expressed in the mesh.

3. Results

The mesh of all the cases we investigated had the simplest termination - condition that modeled ideal metallic boundary – components of vector $E$ tangential to the surface were set to zero.

The results obtained were verified by means of the FDTD algorithm itself. We have experimentally verified the time step resulting from our analysis in the following manner: We made two experiments for each case. One experiment has been carried out with time step slightly over our predicted value, and it proved to diverge in all cases. Second experiment has been made with time-step slightly under our predicted value, and it proved to be stable in all cases. By “slightly” we mean here a relative change of one part per billion.

For convenience, all the numerical results in the following text will be normalized to:

$$\epsilon = \mu = 1$$

3.1. Rectangular coordinates $(x,y,z)$

The equation sets are the same for all the space coordinates, we will write them only for dimension $x$:

$$E_x,x = k,H_x \ , \ H_x,x = -k,E_x \ , \ ...$$

The demanded constant $k$ is composed of the partial constants in the following way:

$$k^2 = k_x^2 + k_y^2 + k_z^2$$

For the specified boundary condition they can be be solved analytically, the formula for the largest constant is this one:

$$(k,\Delta x)^2 = 2 + 2\cos\left(\frac{\pi}{N_x}\right)$$

where $N_x$ is the number of $\Delta x$ in the mesh (number of cells between the zero boundary condition).

The resulting time step limit is thus following:

$$\Delta t = \frac{1}{\sqrt{\frac{\mu \epsilon}{N_x}}} \left(\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2} + \ldots\right)^{\frac{1}{2}}$$

The time step limit is a bit higher than that obtained by the Currant condition ([1]), but for meshes that are dense enough, it is practically the same.
3.2. Cylindrical coordinates \((r, \phi, z)\)

The situation with this coordinate system is a bit more complex. The equations for the \(z\) and \(\phi\) are virtually the same as those for the rectangular system. There is absolutely no problem to cancel out the field dependence along \(z\) or \(\phi\) (the case presented in [1]) coordinate (or both at the same time). For sake of simplicity we did so for \(z\) and obtained FDTD in two dimensions only. Then we confined to the mesh modes with \(k_z = 0\).

The only equation set that must be solved numerically is the one for \(r\) coordinate (again, leaving out upper indices):

\[
\frac{1}{r} (r H_\phi) r = k E_z \left[ 1 - \frac{1}{r^2} \frac{k_\phi^2}{k^2} \right]
\]

\[E_z, r = -k H_\phi\]

After eliminating a component we would arrive to the Bessel differential equation. In the continuous case we could use roots of Bessel functions to determine the constant \(k\), but in our case we have to solve the difference equation again. It can be shown that it is the largest \(k_\phi\) that would yield the largest \(k\), which we are to find. We can get the largest \(k_\phi\) the same way as we did in the rectangular case, as the equations are the same.

Because cylindrical coordinates are used quite often, we found a simple approximative formula for the \(k\). There was also one significant requirement to the approximation – the time step computed according to it (by means of (6)) had to be smaller or equal to the critical one. Here it is:

\[
k^2 = \frac{2}{\Delta r^2} + \frac{1}{\Delta r^2} \sqrt{4 - \frac{\Delta r}{R_1 + \Delta r} + \frac{k_\phi^2}{(R_1 + \Delta r)^2}}
\]

where \(R_1\) is the smaller radius of the vector component that the zero boundary condition is applied to, \(\Delta r\) is the cell dimension in the direction of \(r\).
3.3. Spherical coordinates \((r, \theta, \phi)\)

In this case there is again a coordinate, that can be managed easily. It is the \(\phi\) one. But the remaining two are a bit worse to handle. We proceeded with full generality. The only exception is that the FDTD algorithm under investigation was again a 2 dimensional one, as the \(\phi\) variable does not bring any problem at all.

The separated difference equation sets are following:
- for variable \(r\):
  
  \[
  \frac{1}{r} \left( r E_{\phi} \right)_r = k_E k_{\phi} \left[ 1 - \frac{1}{r^2} \frac{k^2_{\phi}}{k^2} \right] \]
  
  \[
  \frac{1}{r} \left( r E_{\phi} \right)_r = -k H_{\phi} \]
  
  \[
  E_r = 0, \quad E_{\theta} = E_{\phi}, \quad H_{\theta} = H_{\phi} \]

- for variable \(\theta\):
  
  \[
  \frac{1}{\sin(\theta)} \sin(\theta) E_{\phi} \theta_r = k_{\phi} H_r \left[ 1 - \frac{1}{\sin^2(\theta)} \frac{k^2_{\phi}}{k^2_{\theta}} \right] \]
  
  \[
  H_r, \theta = -k_{\phi} E_{\phi} \]

The important thing is that one component of a field vector is zero \((E_r = 0)\). It means that the mesh modes based on these equations could not form any field configuration and the method would not be justified.

Fortunately, it is really only a part of the modes. The rest is described by the same equations where vectors \(E\) and \(H\) are interchanged. The mode constants computed according these two equation sets are slightly different. We cannot say in advance, which of the sets would yield the largest one.

At this place let us show here one concrete result for this coordination system. The boundary conditions were at:

\[
R_1 = 10, \quad R_2 = 16, \quad \Delta r = 1
\]

\[
\Theta_1 = 0.3, \quad \Theta_2 = 1.3, \quad \Delta \theta = \frac{1}{7}
\]

\[
k^2_{\phi} = 5
\]

The operator \(A v(2)\) was defined in a slightly different way:

\[
A v(f, \{x_0, x_1\}) = f(x_0 + \frac{1}{2}\Delta x)
\]

It was mode \(E_r = 0\), the constant of which was the largest one, and the corresponding critical time step was:

\[
0.71575420415 \pm 0.00000000005
\]

4. Conclusion

A method, capable of predicting critical time steps in curvilinear coordinates, has been presented. The method yields results with extreme precision. It is applicable to certain boundary conditions and mesh shapes, which were not handled by approaches published so far. In addition, a simple approximative formula useful in cylindrical meshes has been presented.
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